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ABSTRACT
Cross datacenter replication is increasingly being deployed
to bring data closer to the user and to overcome datacenter
outages. The extent of the influence of wide-area communi-
cation on serializable transactions is not yet clear. In this
work, we derive a lower-bound on commit latency. The sum
of the commit latency of any two datacenters is at least
the Round-Trip Time (RTT) between them. We use the in-
sights and lessons learned while deriving the lower-bound to
develop a commit protocol, called Helios, that achieves low
commit latencies. Helios actively exchanges transaction logs
(history) between datacenters. The received logs are used
to decide whether a transaction can commit or not. The
earliest point in the received logs that is needed to commit
a transaction is decided by Helios to ensure a low commit
latency. As we show in the paper, Helios is theoretically able
to achieve the lower-bound commit latency. Also, in a real-
world deployment on five datacenters, Helios has a commit
latency that is close to the optimal.

Categories and Subject Descriptors
H.2.4 [Database Management]: Systems—Transaction
processing; Distributed databases

Keywords
Cloud computing; geo-replication; multi-datacenter

1. INTRODUCTION
A key requirement for today’s Internet services is avail-

ability. Complete outages of datacenters have been a major
cause of disruption to availability. These outages can be due
to technical problems [1], unforeseen natural disasters [39],
or due to a sudden surge in traffic [2]. Datacenter out-
ages can be overcome with the aid of geo-replication. How-
ever, replicating data at such large distances accentuates the
trade-off between consistency and performance. Many solu-
tions in the last decade investigated sacrificing consistency
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
SIGMOD’15, May 31–June 4, 2015, Melbourne, Victoria, Australia.
Copyright c© 2015 ACM 978-1-4503-2758-9/15/05 ...$15.00.
http://dx.doi.org/10.1145/2723372.2723729.

to deliver better performance [5, 15, 19, 48, 52]. However, in
the last few years, interest in providing transactional guar-
antees has been increasing in both industry [9, 16] and re-
search [27, 44, 47, 54] communities. This interest is due to
the need for transactional guarantees for many applications,
such as e-commerce. Furthermore, developing applications
on top of an eventually consistent data store is complex [42].
Pushing the problem of handling consistency to the applica-
tion developer is error-prone and debugging these problems
for eventually consistent data stores is a complex task.

We focus on systems that provide serializable transac-
tions. Committing arbitrary transactions requires coordina-
tion between datacenters mainly for detecting conflicts [6].
This coordination leads to higher commit latencies. Com-
munication latency between datacenters can be in the order
of hundreds of milliseconds. Studies show that a response
time of more than 200ms can drive customers away [46].
This has motivated a plethora of research work that fo-
cuses on designing protocols that provide serializable trans-
actions with the objective of achieving better commit la-
tency [27, 38, 40, 54].

We develop a lower-bound on transaction commit latency
that is due to the coordination needed to detect conflicts.
The commit latency is defined as the time it takes the dat-
acenter to decide whether a transaction executing can be
committed or not. A transaction t cannot commit unless the
datacenter is certain that there can be no other concurrent
transactions that conflict with t, which leads to the need of
coordination between datacenters. As we will demonstrate,
for any two datacenters to maintain serializability, the sum-
mation of their commit latencies cannot, in any case, be
lower than the RTT between them. The lower-bound result
is applicable to a group of datacenters each maintaining a
full replica of the data. Any pair of datacenters must satisfy
the lower-bound commit latency.

We also propose Helios, an optimistic commit protocol in-
fluenced by the lower-bound study. It allows manual tuning
of commit latency as long as the commit latency does not vi-
olate the lower bound. Each transaction is timestamped by
a local loosely synchronized clock. The transaction commits
by waiting for transaction information from other datacen-
ters. The amount of received information needed to commit
a transaction depends on the transaction’s timestamp. Dat-
acenters exchange their preparing transactions (transactions
trying to commit) and finished transactions (committed or
aborted transactions) using an ordered shared log. As logs
arrive, the datacenter decides which local preparing trans-
actions can be committed given the new information. He-



lios judiciously decides the earliest point in the received logs
that will enable committing a transaction. Recognizing the
earliest point in the received logs to commit a transaction
will lead to lower commit latency. We focus in this paper
on achieving the lowest average commit latency. However,
Helios allows tuning the commit latencies of individual dat-
acenters to achieve other objectives.

Helios cleanly separates the protocol to guarantee seri-
alizability from the mechanism to ensure liveness in the
presence of failures. This design is followed by other geo-
replicated protocols such as Spanner [16] and Scatter [23]
that use Two-Phase Commit (2PC) to guarantee consis-
tency and Paxos [30, 31] to perform state replication. He-
lios leverages a separate synchronous replication component
and augments it with the Helios commit protocol. This clear
separation allows the flexible use of any replication proto-
col such as Paxos. Paxos, however, requires two rounds of
communication. Also, it replicates to a majority of data-
centers and does not provide any flexibility in setting the
number of tolerated datacenter outages. We design a state
replication protocol that utilizes the replicated log used for
the commit protocol to ensure liveness in the presence of
failures while allowing the flexibility of setting the number
of tolerated datacenter outages.

Related work is presented in Section 2. Section 3 derives
a lower bound on transactions running on replicated data.
The Helios commit protocol and replication are described
in Section 4. Then, evaluation results are presented in Sec-
tion 5. The paper concludes in Section 6.

2. RELATED WORK
There is a large body of work on the management of repli-

cated data [26]. Here we focus on work that targets or is
related to wide-area replication.

Geo-replication. Early solutions for geo-replication pro-
posed weakening consistency guarantees in favor of perfor-
mance [5, 15, 19]. At one end of the spectrum are systems
that provide eventual consistency [7] like Cassandra [5] and
Dynamo [19]. Other systems provide different forms of con-
sistency that are stronger than eventual consistency. Causal
consistency, inspired by the causal ordering concept [29],
preserves causal relations between transactions in a repli-
cated data environment [8, 28, 36, 37]. COPS/Eiger, for ex-
ample, define Causal+ consistency, which adds a data con-
vergence guarantee to causal consistency. However, they do
not provide general transactions. Snapshot Isolation [11,26]
is another notion of consistency. It prevents concurrent
write-write conflicts and ensures that a transaction always
reads a consistent snapshot of the data. Solutions in this
category often rely on exchanging write-sets of transactions
to decide whether to commit or abort [18, 33, 34, 47].

Relaxed consistency guarantees, however, are unsuitable
for a wide-range of applications that require strong
consistency. Also, developing applications on top of
data stores that provide relaxed consistency guarantees
is complex [42] and debugging consistency problems of
these applications is error-prone.

Serializability. The need for stronger guarantees
inspired the design of systems such as Megastore [9]
and Paxos-CP [44] that use Paxos [30, 31] to serialize a
replicated log of transactions. The use of Paxos, however,
leads to higher commit latency due to the multi-round
nature of the protocol. This also applies to distributed

transaction managers that provide cross-datacenter
replication via a Paxos replication of storage, such as
Calvin [50]. Other systems use traditional commit protocols
to manage transactions. Spanner [16] and Scatter [24] use
Two-Phase Commit to manage transaction consistency and
underneath it Paxos is used to ensure storage durability.
The use of 2PC and Paxos incur multiple cross-datacenter
messages making the commit latency high. Recent works
identified this trade-off between latency and consistency
and designed systems that will adapt accordingly to
manage this trade-off. Pileus [48] allows developers to
prioritize the level of consistency and latency requirements.
SPANStore [52], on the other hand, optimizes for cost
function given an application’s consistency, latency, and
fault tolerance requirements along with its workload
characteristics. However these systems still incur a latency
penalty similar to other systems when providing strong
consistency. Bailis et al. [6] propose invariant confluence
analysis, which determines whether a coordination-free
execution is safe, thus allowing committing a transaction
with no wide-area latency. Safety is determined according
to application-level invariants provided by the programmer.
The wide-area latency is still observed by transactions
that are not invariant confluent.

Low latency. Large wide-area communication latency
affects the cost of coordination and thus dramatically in-
creases the commit latency of transactions. This resulted in
a large body of research work that focuses on achieving lower
commit latencies for serializable transactions. Transaction
Chains [54] leverages a priori knowledge of transactions to
perform a static analysis of conflicts in order to structure
commitment plans that result in low latency. Not having
this a priori static analysis will limit the benefits of Trans-
action Chains. MDCC [27] uses Fast Paxos [32] to enable
committing transactions in one round of communication to
a single, but larger than a majority, quorum. Replicated
Commit [38] uses Paxos to drive inter-datacenter commu-
nication and 2PC and 2PL to manage transactions within
a datacenter with the objective of minimizing commit la-
tency. Message Futures [40] reserves commit points for fu-
ture transactions to achieve low commit latency. Message
Futures and Replicated Commit are part of the evaluation
study in Section 5. More information on Message Futures
and Replicated Commit are provided in Section 5.2.

Clock synchronization for conflict detection. The
use of loosely synchronized clocks has been proposed for
conflict detection [3, 4, 16, 21, 35]. The Thor project pro-
poses using loosely synchronized clocks for conflict detec-
tion [3, 4]. Clients execute transactions optimistically and
transactions are assigned a commit timestamp from a phys-
ical clock that will translate into a serial order. Other sys-
tems use a similar approach for different consistency guaran-
tees like Clock-SI [21] for snapshot isolation, and Orbe [20]
and GentleRain [22] for causal consistency. Spanner [16] uses
synchronized clocks with bounded uncertainty by TrueTime
to achieve external consistency. Spanner, unlike Helios and
the aforementioned systems, requires high-precision clocks
for the correctness of external consistency.

Log-structured data stores. Building a distributed
data store using a shared log has been investigated in the
literature [12,40,41,43,51]. Hyder [12] builds a multi-version
log-structured database over a distributed shared log stor-
age. A transaction executes optimistically on a snapshot



of the database and broadcasts the record of changes to
all servers and appends a record of changes to the dis-
tributed shared log. The servers then commit the trans-
action by detecting conflicts in the shared log. LogBase [51]
and RAMCloud [43] are also multi-version log-structured
databases built over a shared log. Helios, like these systems,
is also an optimistic concurrency control manager that lever-
ages a shared log for validation. However, Hyder, LogBase
and RAMCloud are not designed for a geo-replicated en-
vironment. Message Futures [40], mentioned above, uses
a geo-replicated shared log. Like Helios, Message Futures
uses Replicated Dictionary [53] for validating transactions.
Replicated Dictionary is a causally ordered shared log for
single atomic events. It has several features that distin-
guish it from other log replication techniques that maintain
causal order [10, 28, 45, 49]. Replicated Dictionary main-
tains a timetable representing the extent of each replica’s
knowledge. This timetable is used for various tasks like
garbage collection and transitive propagation between repli-
cas. It does not, however, provide transactional support.
Helios extends the basic data structures of Replicated Dic-
tionary to achieve transactional geo-replication with mini-
mal commit latencies. Chariots [41] is a design of a scalable
geo-replicated shared log, influenced by Replicated Dictio-
nary [53]. Chariots might provide a more efficient log repli-
cation framework for Helios.

Helios is a system that supports serializable trans-
actions on geo-replicated data stores with the objective
of achieving low latency by leveraging loosely synchro-
nized clocks and log replication. Helios starts with a
clear understanding of the true limits of achievable commit
latencies, which leads to a design that is theoretically able to
achieve the optimal commit latency and that is practically
able to achieve latency close to the optimal. Helios allows
tuning the commit latency of individual datacenters and al-
lows the flexibility to set the desired fault-tolerance level in
terms of the number of datacenter outages to be tolerated.

3. COMMIT LATENCY LOWER-BOUND
The objective of this section is to develop a lower-bound

on commit latency of transactions on replicated data stores
while maintaining serializability [13]. Maintaining serializ-
ability requires coordination between replicas (datacenters
in our case). The communication latency necessary for this
coordination imposes a limit on commit latency, which is
the time duration to decide whether a transaction commits
or aborts. Achieving low commit latency is the focus of
this study. Consider two datacenters A and B with unique
commit latencies LA and LB , respectively. We show in this
section that the summation of LA and LB must be at least
the Round-Trip Time (RTT) between A and B. Note that
this is a summation which means that the commit latency
of a datacenter can be lower than RTT.

The lower-bound result extends to larger groups of data-
centers by applying the lower-bound to all pairs in the group.
This will allow us to judge whether the group of datacenters
can commit with a certain set of commit latency values. We
are particularly interested in minimizing the average com-
mit latency of all datacenters. We call the minimum average
latency a Minimum Average Optimal (MAO) latency or op-
timal latency for short.

A

B

t requests to commit

q(t)
t commits

c(t)

Critical zone

q(t') c(t')s(t')

t starts running

                 s(t)

Figure 1: Two transactions, t and t′, executing in a sce-
nario with two datacenters

3.1 Theoretical model and assumptions
We consider a theoretical model that consists of datacen-

ters with communication links connecting them. Each trans-
action undergoes two phases. First, the transaction is issued
and it becomes visible to the datacenter. At that stage it
is called a preparing transaction. Then, at a later time the
datacenter decides whether it commits or aborts and it be-
comes a finished transaction. The time spent as a preparing
transaction is the commit latency.

The following are the assumptions on communication and
computation for this model. These assumptions are made
for the theoretical development of this section only and are
not part of the Helios system design in Section 4.

• Compute power: Infinite compute power is assumed
in the model. The datacenter does not experience
any overhead in processing and storing transactions.
We make this assumption to focus our attention
on communication overhead.

• Communication links: Sending a message through a
link takes a specific latency to be delivered to the other
end. Links are symmetric and take the same amount
of time in both directions. Note that different links
could have different latencies. However, triangle in-
equality must hold.

• Arbitrary read-write transactions: All datacenters
have no restrictions on their choice or order of objects
to be read or written in a transaction. Additionally,
each transaction must have at least a single write
operation. Thus, the model does not apply to
optimizations for read-only transactions and disjoint
data manipulation techniques. Also, transactions
must try to commit, hence aborting all transactions
is not allowed.

• Knowledge: Each datacenter A knows precisely every
preparing and finished transaction that exists at an-
other datacenter B up to the current time minus half

the RTT between them, i.e., now - RTT (A,B)
2

. This
reflects the fastest time a datacenter knows about any
event in another datacenter. In a realistic setting this
is a lower bound of such knowledge.

• Commit latency: We assume that the commit
latency at each datacenter is fixed. This assumption
simplifies the presentation. The discussions can be
extended to the general case by taking each point in
time in isolation.



3.2 Lower-bound proof
Intuition. For any two concurrent conflicting transac-

tions, at least one of them must be able to detect the other
before committing. Otherwise, both transactions will com-
mit, which could result in incorrect executions. Here, we
show that there is a lower-bound on commit latency. If the
commit latency is lower than the lower-bound, then two con-
flicting transactions could commit without detecting each
other, thus possibly violating correctness.

Formulation. Consider two datacenters A and B and
a transaction t executing at datacenter A and transaction
t′ executing at datacenter B that could be conflicting with
t. Figure 1 shows these transactions. In the figure, s(t)
is the transaction’s start time, q(t) is the commit request
time, and c(t) is the commit time. Transaction t’s read and
write-set are visible at the commit request time. Given the
knowledge assumption, B knows about t starting from time

q(t) + RTT (A/B)
2

. Transaction t is preparing from time q(t)
until time c(t) when it is committed. Three zones are defined
at datacenter B with respect to t: (1) The awareness zone
where B can possibly know about t, (2) The influence zone
whereB’s transactions can be known to t, and (3) the critical
zone where B is neither in the awareness nor influence zone.

Lemma 1. The sum of the commit latencies of two dat-
acenters is greater than or equal to the RTT between them,
i.e., LA+LB ≥ RTT (A,B), where LX is the commit latency
at datacenter X.

Proof: Let the time when t requests to commit be q(t)
and the time it commits be c(t), i.e., c(t) − q(t) = L(t).
These times are illustrated in Figure 1. The earliest time
that B can be aware of the commit request made by t is

at time q(t) + RTT (A,B)
2

, since half the RTT is needed to
get a message from A to B. Thus, t can affect B only at
the awareness zone which is at any time greater than or

equal to q(t) + RTT (A,B)
2

. Likewise, t cannot be affected by

events at B that happened after time c(t)− RTT (A,B)
2

since
they cannot be received at A before the commit decision is
made. We denote the times when an event at B can affect
the outcome of t as the influence zone which is any time less

than or equal to c(t) − RTT (A,B)
2

.
Now consider the time duration that is neither in the

awareness zone nor in the influence zone. Call this time
duration the critical zone. Consider a transaction t′ at B
that requests to commit and commits in the critical zone.
Transaction t′ will not affect the outcome of t, since t′ is
not in the influence zone. Also, t will not affect t′, since t′

is not in the awareness zone. Assume that t′ can success-
fully commit. However, t′ can conflict with t. Since t′ is
not aware of t and t is, likewise, not aware of t′, both trans-
actions successfully commit. This potentially results in an
inconsistency, a contradiction to the assumption that t′ can
successfully commit. This means that a transaction that
starts at the beginning of the critical zone at B cannot com-
mit with a commit latency smaller than the duration of the
critical zone. This duration is equal to RTT (A,B)− L(t).

Repeating the same steps above for each point in time at
datacenter A will yield that the commit latency at A, LA, is
equal to L(T ) and the commit latency at any point in B, LB ,
is larger than or equal to RTT (A,B)− LA. Thus, the sum
of LA and LB must be greater than or equal to RTT (A,B).

�

Protocol LA LB LC Average

Master/Slave (A master) 0 30 20 16.67

Master/Slave (C master) 20 40 0 20

Majority 20 30 20 23.33

Optimal (MAO) 5 25 15 15

Table 1: Possible commit latencies, LA, LB and LC , for
three datacenters with Round-Trip Times RTT (A,B) = 30,
RTT (A,C) = 20, and RTT (B,C) = 40.

The previous lemma shows that there is a direct trade-
off between the commit latencies of two datacenters. Given
this lemma we are now able to judge whether a set of com-
mit latencies are achievable or violates the lower-bound for
scenarios with more than two datacenters by applying the
lower-bound to each pair of datacenters.

Example. Consider an example of three datacenters,
A, B, and C. The RTTs between the datacenters are:
RTT (A,B) = 30, RTT (A,C) = 20, and RTT (B,C) = 40.
Table 1 shows four achievable commit latencies and the av-
erage commit latency of the datacenters. The first two rep-
resent a master-slave replication approach, where a single
master is responsible for committing transactions. In this
approach, the master commits immediately, and the other
datacenters commit latencies are the RTT to the master.
Note how each pair of datacenters satisfies the lower-bound,
e.g., when A is the master LA+LB = 30 = RTT (A,B). The
third row represents a majority replication approach. For
the case of three datacenters, the commit latency of a data-
center is the RTT to the nearest datacenter. These replica-
tion protocols experience different average commit latencies:
16.67, 20, and 23.33. However, the minimum average com-
mit latency (MAO) that is achievable for this scenario is 15.
The fourth row in the figure show the commit latencies, LA,
LB , and LC , that achieve an average commit latency of 15
while not violating the lower-bound.

Deriving the achievable minimum average commit latency
for a given set of datacenters is outlined next.

3.3 Minimum average optimality
A MAO set of commit latency values minimizes the aver-

age commit latency of all datacenters without violating the
lower-bound condition (Lemma 1) for any pair of datacen-
ters. The MAO solution can be derived using the following
linear programming formulation:

Problem 1. (Minimum Average Optimal)
The Minimum Average Optimal commit latencies for n dat-
acenters is derived using a linear program with the following
objective and constraints:

Minimize
∑
A∈R LA

subject to ∀A,B∈R LA + LB ≥ RTT (A,B)
and ∀A∈R LA ≥ 0

where R is the set of datacenters. This formulation follows
directly from Lemma 1. Minimizing the latency is our objec-
tive and the constraints are the correctness conditions that
commit latencies are not negative and Lemma 1 is satisfied.
We will use this methodology to derive the commit latency
values used with the Helios commit protocol. This linear
program can be adapted to other objectives. In Section A.2,
we discuss optimizing for throughput.



4. HELIOS COMMIT PROTOCOL
In this section we propose Helios. The protocol design

and operation are developed followed by a discussion on
handling datacenter outages.

4.1 Helios architecture
System model. We consider a multi-datacenter system

consisting of datacenters and clients. Each datacenter con-
tains a full copy of the data and runs an instance of Helios,
which is an optimistic concurrency control manager. Read
operations are performed by clients first, and write opera-
tions are buffered. When the client is ready to commit, it
sends a commit request containing its read and write-sets to
the closest Helios instance. Helios replies to read requests
with the current version and version timestamp of the re-
quested data object. The version timestamp is the times-
tamp of the most recent write operation that wrote the data
object. Blind writes are allowed, meaning that an object can
exist in the write-set without being read. The commit re-
quest contains the read-set with the read version timestamps
and the buffered write-set. Helios upon receiving the com-
mit request will start the commit protocol to commit the
transaction and propagate all updates to other datacenters.
After committing the transaction, the commit decision is
sent back to the client. The time spent by the client from
sending the commit request to receiving the commit decision
is called the commit latency.

Communication. Helios uses a log replication protocol
to exchange transaction information between datacenters.
The log is continuously being propagated between datacen-
ters. Each record in the log contains the information of
either a preparing transaction that is trying to commit or
a finished transaction that is either committed or aborted.
Each transaction has two records in the log, one added when
it starts as a preparing transaction and one record when it
becomes a finished transaction. The transaction informa-
tion includes the read and write sets. Each transaction is
timestamped. The log is ordered according to transaction
timestamps. Furthermore, records are received by other dat-
acenters according to their order in the log. This means
that receiving a record of a transaction with timestamp τ
will follow all transactions with lower timestamps. Times-
tamps reflect the local clock of the datacenter. Clocks are
loosely synchronized.

Helios conducts this replication using a replication pro-
tocol that is similar to Replicated Dictionary (RDict) [53].
RDict is an efficient protocol to replicate logs while main-
taining their order. A N×N timetable, TA, is maintained
at each datacenter A where N is the number of datacenters.
Each entry in the timetable is a timestamp representing a
bound on how much a datacenter knows about another dat-
acenter’s records. For example, entry TA[B,C] = τ means
that datacenter A knows that datacenter B is aware of all
events at datacenter C up to timestamp τ . This notation
will be used while describing Helios.

4.2 Helios overview

4.2.1 Intuition
To provide an intuition of the Helios commit protocol, con-

sider the scenario in Figure 1. The figure shows the timeline
of two datacenters, A and B. At A, a transaction t is issued
at time q(t) and committed at time c(t). Transaction t com-

mits immediately after receiving a log from B that is shown
as an arrow going from B to A. This log carries transactions
that were issued up to the time of sending the log, including
transaction t′ (assume t′ is issued at the time of log trans-
mission). The time the log was sent from B is q(t′). q(t′) is
also the commit request time of t′. Helios receives the log in
order, meaning that all transactions, preparing or finished,
at B prior to or at time q(t′) are known to A at time c(t).

Detecting conflicts. Transactions at B must not con-
flict with t. The approach to avoid conflicts is influenced by
the way the lower-bound latency was developed in Section 3.
However, here we do not make any assumptions regarding
clock synchronization or communication. Rather, we rely on
the exchanged logs and received transaction timestamps.

A transaction, t′, at B is either issued during the influence
zone, critical zone, or awareness zone. If t′ starts during the
influence zone, then transaction t will detect it because the
log will contain a record of t′. If t′ starts in the awareness
zone, then it will detect t. Thus, for these two cases, conflicts
will be detected. An undetected conflict can arise only if t′

starts and commits within the critical zone. Thus, if t′ is
issued in the critical zone, Helios must ensure that it does
not commit until it is in the awareness zone, which means
that B will detect the conflict between t and t′.

Commit offsets. A commit offset is a time duration that
represents the extent of knowledge needed by a transaction
from other datacenters prior to committing. This duration
ensures that a transaction t′ that is issued in the critical zone
will commit in the awareness zone (more on how to optimally
assign these commit offsets in Section 4.5). Each datacenter
maintains a commit offset for all ”other” datacenters. For
example, in the figure, A has a commit offset for B, denoted
coBA , and B has a commit offset for A, denoted coAB .

Committing. When a transaction, t, requests to com-
mit, it is assigned a timestamp, q(t). Helios uses q(t) and
coBA to calculate a timestamp called the knowledge times-
tamp (kts). There is a kts value for every other datacenter
B:

ktsBt = q(t) + coBA (1)

The commit condition for t is the following: t can commit
if its datacenter, A, knows about the transactions at every
other datacenter B that were issued up to time ktsBt at B.

Consider Figure 1. When t is issued, Helios records that
ktsBt = q(t)+coBA . Assume that ktsBt is equal to q(t′). Thus,
A waits until it receives the log sent at q(t′) to commit.
In the figure, t receives that log at time c(t) and is then
able to commit.

4.2.2 Condition on commit offset
In order to guarantee that a transaction t′ that is issued

in the critical zone will commit in the awareness zone,
Helios needs to enforce a condition on the assignment
of commit offsets.

Consider the scenario in Figure 1. Assume that the com-
mit request time of t′, q(t′), is in the beginning of the critical
zone, as is shown in the figure. Transaction t′, similar to t,
is assigned a knowledge timestamp when it requests to com-
mit. This value for t′ is: ktsAt′ = q(t′) + coAB . Thus, t′ will
know about all transactions at A up to time ktsAt′ at A. For
t′ to be aware of t before committing, the value ktsAt′ must
be greater than or equal to the time t was issued, i.e., q(t).
By expanding the value of ktsAt′ , the inequality to guarantee



A

B

Figure 2: A scenario of Helios. Commit latencies are 3 and
5 for A and B. RTT is 8. A circle is a commit request, the
square is a commit, and an X sign is an abort.

detecting conflicts is: q(t′) + coAB ≥ q(t). q(t) is equal to
q(t′) − coBA . Substituting this into the inequality and rear-
ranging, the inequality becomes: (coBA + coAB) ≥ 0. This is
summarized by the following rule:

Rule 1. For the Helios commit protocol to be able to de-
tect conflicts, the sum of any two symmetric commit off-
sets ( e.g., coBA + coAB) must be greater than or equal to 0.

The requirement above specifies what is necessary to en-
sure correctness. However, a range of possible commit offset
assignments might be used. We show later in Section 4.5
how Helios assigns commit offsets to minimize commit la-
tencies. This assignment by Helios can theoretically achieve
the lower-bound commit latency. Note that although times-
tamps are used, time synchronization is not required for
correctness. Nonetheless, better synchronization will yield
better performance as we demonstrate in Section A.

4.2.3 Example scenarios
To better illustrate how Helios works, consider the ex-

ample in Figure 2 with two datacenters A and B. Time
is denoted by the number between A and B’s timelines. A
commit request is denoted by a black circle and is connected
to commit or abort time represented as a black square for a
commit or an X sign for an abort. Transaction information
is displayed as the read and write-sets. For example, trans-
action t1 reads and writes y. Assume that the read version is
the latest available version prior to requesting the commit.
Log transmissions are omitted from the timeline, but assume
for this example that they are being propagated at each tick
of the clock. The RTT between A and B, RTT (A,B), is
equal to 8 time units. To simplify the presentation of the
example, assume that the log takes exactly 4 time units to
be delivered. Thus, at time 5, B knows about all events at
A up to time 1.

For this example we pick the commit offset values to be -1
for coBA and +1 for coAB , hence coBA + coAB is greater than or
equal to 0. Now, follow the example scenario. Transaction
t1 reads and writes y and requests to commit at time 1,
hence q(t1) = 1. The knowledge timestamp for t1 is given
by: ktsAt1 = q(t1) + coAB which is equal to 2. The transaction
waits until B receives the log sent from A at time 2, which
is the value for ktsAt1 . At time 6, t1 successfully commits
after receiving the log from A that was sent at time 2 (the
log takes 4 time units to be received). t2, which reads and
writes x, requests to commit at A at time 4. The knowledge
timestamp for t2 is given by: ktsBt2 = q(t2) + coBA which is
equal to 3. Assume that the log transmission from B at time
3 took more time than usual and was received at A at time
8, one time unit late. For this reason, t2 commits at time 8
when the history of datacenter B is received up to time 3,

Algorithm 1: Processing commit requests at A

1: t := local transaction requesting to commit at A
2: if t conflicts with any t′ ∈ PTPool ∪ EPTPool then
3: Abort t; exit
4: for each object o in t.readset do
5: if o is overwritten then
6: abort t; exit
7: t.timestamp = get time()
8: for each datacenter X ∈ datacenters do
9: t.ktsX = t.timestamp + coXA

10: PTPool.append(t); LogA.append(t)

Algorithm 2: Processing transactions in the log at A

1: for each transaction t in LogA do
2: if t is local then
3: skip to next
4: if t conflicts with any t’ ∈ PTPool then
5: abort t′; t′.timestamp = get time()
6: LogA.append(t′)
7: if t.type == preparing then
8: EPTPool.append(t)
9: else // t.type == finished

10: if t.committed==true then
11: for each object o in t.writeset do
12: Apply o to data store
13: Remove t from EPTPool
14: TA[A, host(t)] = t.timestamp

which is the value of ktsBt2 . Now consider t3. It requests to
commit at B at time 7. The knowledge timestamp value is
given by: ktsAt3 = q(t3) + coAB , which is equal to 8. However,
one time unit after its request, it receives t2’s information
that was sent at time 4 from A. A conflict is detected and
t3 aborts immediately.

4.3 Concurrency control protocol
In this section we discuss the design of Helios. The main

tasks performed are: (1) process commit requests (Algo-
rithm 1), (2) process remote transactions received in the
shared log (Algorithm 2), and (3) commit preparing trans-
actions (Algorithm 3). We also briefly discuss read-only
transactions in Section B.

4.3.1 Commit requests
When Helios receives a commit request for a transaction t

at datacenter A, it checks whether it conflicts with prepar-
ing transactions (Lines 2-3). Preparing transactions are
maintained in the Preparing Transactions Pool (PTPool)
for local transactions and the External Preparing Transac-
tions Pool (EPTPool) for remote transactions. Transaction
t aborts if a conflict exists, which is an intersection between
the read or write-set of t with the write-set of any preparing
transaction. Then, the read-set of t is verified to have not
been overwritten (Lines 4-6). If no conflicts are detected
and the read-set is not overwritten, the knowledge times-
tamps are calculated as defined in Equation 1 (Lines 7-9).
A preparing record of t is appended to both the PTPool
and the local log, LogA (Line 10). Appending to the log
includes adding the record and updating the timetable so
that TA[A,A] equals to t’s timestamp.

4.3.2 Log processing
Helios processes transactions in the log in order

(Algorithm 2). Local transaction records are not processed



Algorithm 3: Committing preparing transactions at A

1: for each transaction t in PTPool do
2: for each datacenter X ∈ datacenters do
3: if TA[A,X] < t.ktsX then
4: skip to next transaction
5: Apply t.write-set to local data store at A
6: commit t; t.timestamp = get time();
7: LogA.append(t)

(Lines 2-3). For a coming transaction t, conflicts are
detected with local preparing transactions in PTPool. A
conflict exists if the read or write set of a local preparing
transaction, t′, intersects with the write-set of t (Lines 4-6).
A conflicting transaction in PTPool is aborted by changing
its state to aborted and updating its timestamp. An abort
record is added to the log (Lines 5-6). Remember that
adding to the log includes updating the timetable to reflect
the addition of a new transaction record.

Remote transactions are either preparing or finished.
When a preparing transaction is received from another
datacenter, it is added to EPTPool (Lines 7-8). A finished
transaction contains a flag to indicate whether it has
committed or aborted. If it is committed, then the
write operations in the write-set are applied to the local
data store (Lines 11-12). However, whether a finished
transaction is committed or aborted, it is removed from
the EPTPool (Line 13). Finally, the timetable is updated
to reflect that t is processed (Line 14).

4.3.3 Committing preparing transactions.
A preparing transaction, t, can successfully commit by

satisfying two conditions: (1) External knowledge: Helios
must have processed transactions from other datacenters up
to the knowledge timestamp (kts) calculated according to
Equation 1. (2) Conflict freedom: no conflicts were observed
with t up to the point when the first condition is satisfied.
Algorithm 3 checks whether the external knowledge condi-
tion is satisfied for transactions in PTPool (Lines 2-4). If the
condition is satisfied for a transaction t, then it can success-
fully commit. The write-set of t is applied and a record is
added to the log (Lines 5-7). Conflicts are already detected
when the transaction requested to commit (Algorithm 1)
and while the log is being processed (Algorithm 2). Thus,
there is no need to detect conflicts at this point.

Commit condition. The commit condition can be sum-
marized as the following:

Rule 2. A transaction t in A commits if no conflicts are
detected, and

TA[A,B] ≥ ktsBt , ∀B(B ∈ R)

where R is the set of other datacenters and kts is the knowl-
edge timestamp defined in Equation 1.

4.4 Liveness
Intuition. Helios needs information from other datacen-

ters to be able to commit its preparing transactions (see
Rule 2). An outage of a datacenter will cause other data-
centers to block waiting for its transaction log. The blocking
will continue until the datacenter is back up again and Helios
is recovered. This is similar to blocking scenarios in 2PC.
State machine replication (SMR) is used to overcome these
blocking scenarios. Here, we present the way Helios achieves
liveness while enabling the flexibility to set the number of

tolerated datacenter outages. Thus, Helios enables control-
ling the trade-off between liveness and performance.

The main idea is to ensure that a transaction, t, at dat-
acenter A does not commit before its information exists at
f other datacenters, where f is the number of datacenter
outages to be tolerated. Verifying that t’s information ex-
ists at another datacenter, B, can be done by waiting for
an acknowledgment of the receipt of t. B should keep the
information about t until it is completed and its information
are propagated to other datacenters. This is important to
enable B to propagate the information about t in case A
experiences an outage.

Committing. A datacenter can know whether
another datacenter received the record of a transaction by
examining the transaction’s timestamp and comparing it
to the extent of the other datacenter’s knowledge using
RDict (see Section 4.1). If the number of datacenter
outages that are to be tolerated is f out of n total
datacenters, then the transaction waits for its information
to be received by f other datacenters.

Failure case. When a datacenter B fails, a datacenter A
might have to delay the commitment of a transaction until
it can ascertain the identity of all previously finished trans-
actions at the failed datacenter B by communicating with
other datacenters, C, where backup information for B ex-
ists. However, it is not always possible to conclude that a
datacenter has failed since a network partition might render
the messages sent from B undelivered. Consider the follow-
ing scenario: a datacenter A is waiting for information from
B. A network partition makes information from B unable
to be delivered to other datacenters. Given that no infor-
mation is received at A from B, datacenter A consults C for
information about B’s finished transactions. Datacenter A
can commit transactions since it knows that B cannot com-
mit any transactions without getting an acknowledgment of
its receipt from either B or C.

Grace time. The subtlety here is about knowing when a
datacenter C can be certain about the state of another dat-
acenter (B). Helios adopts a time-based invalidation tech-
nique to enable a datacenter to ascertain the state of a failed
datacenter. Helios makes the commitment of a transaction
dependent on the reception time at the other datacenters.
We call this time the Grace Time (GT). A datacenter C will
acknowledge the receipt of transaction t from B if and only
if the transaction information is received at C at time τ that
is smaller than the commit request timestamp of t plus GT,
i.e., τ ≤ (q(t) + GT ). Otherwise, C will not acknowledge
the reception of t.

The implication of this bounded acknowledgment is that
at time τ at datacenter C, we have a guarantee that no
transactions with a request timestamp less than (τ -GT )
will be able to synchronously replicate to C. Thus, B and
C will be able to infer information about A. Specifically,
B and C will be confident that no transactions (unknown
to them) will commit at A with a timestamp less than
min{nowB , nowC} − GT , where nowX is the current time
at datacenter X. This is because even if a transaction with
an earlier timestamp existed at A it will be invalidated since
it was not acknowledged by B and C. This is very useful
information for Helios because it allows transactions at B
and C to commit even if A fails or cannot communicate
with other datacenters.



Integration. This acknowledgment mechanism can be
easily incorporated in Helios by extending commitment
Rule 2 to reflect the acknowledgment requirement and in-
validation. First, the extent of A’s knowledge of B’s events,
TA[A,B], can be inferred by other participants. Thus,
when TA[A,B] is used in Rule 2 it can be substituted by:

T̂A[A,B] = max{TA[A,B], η} (2)

where η is the extent of knowledge of A about B that can
be inferred using a set of any n− f other datacenters called
κ. η is calculated as the following:

η = min{TA[C,C]}∀C∈κ −GT (3)

The other needed extension to Rule 2 is to restrict the com-
mitment of a transaction until it has been successfully ac-
knowledged by a number of datacenters equal to the number
of outages to be overcome. A transaction t at A is consid-
ered acknowledged by B if TA[B,A] is greater than or equal
to t’s timestamp: q(t). Thus, what is needed is to ensure
that the transaction was acknowledged by a set of f+1 total
datacenters. However, remember that for a transaction to
be successfully acknowledged it needs to be received by the
other datacenter in a bounded time, hence q(t)+GT . This is
ensured by examining tsC(t), which is the time the transac-
tion record of t was received at C. Given the aforementioned
extensions, the commitment rule can now be written as the
following:

Rule 3. A pending transaction t in A commits if no con-
flicts are detected, and

(1) T̂A[A,B] ≥ ktsBt , ∀B(B ∈ R)
(2) TA[C,A] ≥ q(t), ∀C( C ∈ κ′)
(3) tsC(t) < q(t) +GT, ∀C( C ∈ κ′)

where κ′ is a set of any n−f datacenters where n is the num-
ber of datacenters and f is the number of tolerated outages.

Grace time. The choice of the value of GT is controlled
by the trade-off between minimizing the effect of datacenter
outages on progress and minimizing the number of aborted
transactions due to delays in the acknowledgment process. A
datacenter outage increases the latency because rather than
waiting for the knowledge timestamp (Equation 1) from the
failed datacenter, a datacenter has to wait for an additional
duration of GT , to accumulate knowledge of the transac-
tions in the failed datacenter from all the running ones.
Also, having a small GT might lead to some transactions
unnecessarily aborting due to message delays or drops while
waiting for the acknowledgment.

4.5 Commit offsets assignment
The assignment of commit offsets directly influences the

commit latency of each datacenter. It is not straightfor-
ward to assign commit offsets to minimize commit latencies.
However, it is possible to estimate commit latencies given
the assigned commit offsets. To simplify this estimation we
assume that clocks are synchronized and that messages take

exactly RTT (A,B)
2

time to be sent from A to B. This is of
course not true of real systems and will introduce an esti-
mation error of the commit latency.

Estimating commit latency. A transaction t at A
waits for information from other datacenters. For every
other datacenter B, t can commit only after receiving in-
formation from B up to time (q(t) + coBA). This information

is received at A at time (q(t) + coBA + RTT (A,B)
2

). Since, t

V O C I S
V - 66 (11) 78 (10) 84 (9) 268 (7)
O 66 (10) - 19 (1) 175 (7) 210 (4.4)
C 78 (9) 19 (1) - 175 (7) 182 (6)
I 84 (8) 175 (7) 175 (6) - 194 (4)
S 268 (6) 210 (4) 182 (6) 194 (4) -

Table 2: RTT latencies between different datacenters in
milliseconds and the standard deviation inside parentheses.

commits after receiving information from all datacenters, the
commit latency of t is delayed until the time it receives the
information from the last datacenter; if that datacenter is C,
then the commit latency of transactions at datacenter A is

LA = coCA +
RTT (A,C)

2
(4)

Setting commit offsets. Helios can assign arbitrary
values to commit offsets, thus targeting the desired commit
latency as long as they do not violate the commit offset
correctness requirement (Rule 1). The linear program in
Section 3.3 can be used to derive the commit latency values
that will minimize the commit latency. Thus, we can set the
commit offsets by the following rearrangement of Equation 4

coCA = LA −
RTT (A,C)

2
(5)

where LA is the target commit latency calculated using the
linear program in Section 3.3 and RTT (A,C) is an estima-
tion of the RTT.

Correctness. The optimal assignment is guaranteed to
satisfy the correctness requirement of commit offsets shown
in Rule 1. This can be verified by substituting Equation 5
into the sum requirement (Rule 1) that (coCA + coAC) must be
greater than or equal to 0. This will yield to the requirement
that (LA +LC - RTT (A,C)) must be greater than 0. Since
the linear program of Section 3.3 has a constraint that the
sum of two commit latencies must be greater than the RTT
between them, this yields that (LA + LC - RTT (A,C)) is
always greater than 0. Thus, the assignment guarantees
detection of conflicts.

Estimation vs. reality. In a real deployment the as-
signment in equation 5 will not yield the exact lower-bound
commit latency because of communication links variability
and lack of perfect synchronization. We quantify some of
these effects in Section A and show in the evaluation (Sec-
tion 5) that a real-life deployment is able to achieve a com-
mit latency close to the optimal.

5. EVALUATION

5.1 Evaluation framework
The evaluation of Helios is performed using Amazon’s

AWS. Helios is evaluated for three different liveness levels:
Helios-0 tolerating no datacenter outages, Helios-1 tolerat-
ing a single outage, and Helios-2 tolerating two outages.
We compare the performance of Helios with Message Fu-
tures [40], Replicated Commit [38], and an implementation
of Two-Phase Commit (2PC) over Paxos (2PC/Paxos) that
is inspired from Spanner [16]. The calculated lower-bound
commit latency is also shown for reference.

Objective. The evaluation focuses on quantifying and
testing the performance of Helios in addition to its resilience



to a lack of strict clock synchronization and RTT estimation
errors. The performance metrics we report are commit la-
tency and throughput. These are calculated for transactions
that successfully commit. Helios resiliency is tested by ar-
tificially reducing the level of synchronization and accuracy
of RTT estimation.

Highlights. The highlights of the results of this evalu-
ation are the following:

• Helios-0 achieves a commit latency that is within
54ms from the calculated lower-bound commit
latency. This overhead increases as the level of
liveness increases (Figure 3).

• All variants of Helios achieve lower commit latency
and higher throughput compared to Message Futures
and 2PC/Paxos. Replicated Commit achieves a
lower throughput when compared to Helios but it
experiences a commit latency within what Helios-0
and Helios-2 achieve (Figures 3 and 4).

• Inaccurate synchronization and RTT estimation lead
to a higher commit latency (Figure 5). The overhead
recorded for this set of experiments is up to 52% higher
average commit latency.

Setup. Amazon Elastic Compute Cloud (EC2) machines
used are High-CPU Extra Large (c3.x2large) which have
eight CPU cores and 7GB of RAM memory. Five datacen-
ters were used in the following locations: California (C), Vir-
ginia (V ), Oregon (O), Ireland (I), and Singapore (S). The
average RTT latencies observed are shown in Table 2. These
RTT numbers are sampled over 24 hours. The standard de-
viations of the samples are shown inside parentheses. Each
datacenter hosts a full replica of the data. One machine in
each datacenter runs Helios, serving transactions issued by
clients. Helios uses HBase [25] as the underlying data store.
Clock synchronization is achieved by running the command
”ntpdate ntp.ubuntu.com”before each experiment run.

Workload. Dedicated machines in each datacenter are
used to simulate clients and evaluate Helios. We use Trans-
actional YCSB (T-YCSB) [17], a multi-record transactional
benchmarking framework, for our evaluations. T-YCSB,
an extended version of YCSB [14], generates transactional
workloads. It issues transactions that consist of a set of read
and write operations, where each operation accesses a differ-
ent record of the data store. Each client can have one out-
standing transaction at a time. Clients issue transactions as
fast as they can unless mentioned otherwise. An operation
is either a read or a write to a key from a pool of 50000 keys.
The key is chosen using a Zipfian distribution. Each trans-
action contains five operations. Half of these operations are
reads and the other half are writes. Each experiment runs
for a duration of 10 minutes.

Configuration. Helios assigns the commit offsets to
target achieving the lower-bound commit latency. The RTT
average values in Table 2 are used to derive the optimal
commit latencies using the method shown in Section 3.3.
The calculated optimal commit latencies are: 69ms, 10ms,
10ms, 166ms, and 200ms for V , O, C, I, and S, respectively.
These are then used to derive commit offsets to be used
to commit transactions in Helios using Equation 5. As a
baseline, we also display results of Helios without performing
RTT estimations and optimal latency calculations by setting
all the commit offsets to 0. This baseline is called Helios-B.

5.2 Systems for comparison
We report Helios results compared with results obtained

from Message Futures [40], Replicated Commit [38], and a
Two-Phase Commit over Paxos protocol (2PC/Paxos) that
is inspired by Spanner [16].

Message Futures, like Helios, uses replicated logs that
are causally ordered to exchange transactions information
and detect conflicts. In Message Futures, partial logs are
continuously being propagated between datacenters [53].
Transactions, ti, which request to commit at A between
the transmissions of partial log i and i + 1 are assigned
a reservation number i. Partial log transmissions are
acknowledged by other datacenters. The acknowledgment
contains a log of all transactions (not known to A) up to
the time, τ , of the transmission of the acknowledgment.
Transactions ti can commit when log i is acknowledged by
all other datacenters and no conflicts are detected. Helios
follows a different approach where a transaction commits
by waiting for partial logs from other datacenters up to
calculated timestamps that minimizes the commit latency
while preserving correctness.

Replicated Commit uses Paxos for cross datacenter
replication and Two-Phase Locking (2PL) to avoid conflicts.
Clients first perform read operations by trying to lock the
read object in a majority of datacenters. Write operations
are buffered. Then, committing the transaction is done
by replicating it using Paxos to all datacenters. As the
transaction is received by datacenters, locks are acquired
for buffered write operations and read locks are validated.
If the locks were acquired and validated at a majority of
datacenters, then the client will commit the transaction.
Thus, its commit latency should be in the order of a sin-
gle RTT to the closest majority, which is the time required
by Helios-2 to commit. However, Replicated Commit per-
forms poorly in terms of throughput due to the read strat-
egy. The client spends more time reading before the commit
request is issued.

2PC/Paxos uses 2PC to avoid conflicts and Paxos for
replication. In this evaluation the datacenter in Virginia
(V ) is assigned to be the 2PC coordinator. Clients, scat-
tered across all five datacenters issue reads to the coordi-
nator. The coordinator maintains a lock table. When a
read is received, a read lock is placed on the corresponding
key. Write operations are buffered. When a transaction is
ready, a request to commit is sent to the coordinator with
information of all operations. Once the coordinator receives
the commit request it tries to acquire the write locks and
verifies that the read locks are still held. If successful, the
transaction commits. Then, the coordinator replicates the
log to a majority of datacenters using Paxos [30]. The co-
ordinator is assumed to have a lease so that it will not need
to go through the leader election phase, hence reducing the
required time to replicate the log by one RTT. After repli-
cating the log, the output of the transaction is sent to the
client. Transactions that are detected to be involved in a
deadlock are immediately aborted.

Replicated Commit and 2PC/Paxos replicate to a major-
ity before committing a transaction. Thus, in the setup
used for the following experiments with five datacenters,
they tolerate two datacenter failures. Thus, they tolerate
the same number of failures as Helios-2. Message Futures
does not inherently overcome datacenter outages, thus its
liveness guarantee is equivalent to Helios-0.
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Figure 3: The commit latency, throughput, and abort rate
of a scenario with 60 clients and 5 datacenters.

5.3 Helios performance
In the following experiments, 60 clients scattered across

all datacenters issue back-to-back transactions to Helios
instances. We report the results for each datacenter
separately in addition to confidence intervals for the
commit latency numbers.

Latency. The commit latency results are shown in Fig-
ure 3(a) for Helios with varying liveness levels. We also show
the commit latency of the baseline systems. In the figure,
the average latency of clients that are running at each dat-
acenter is shown. Helios-0 has the closest latencies to the
optimal since it does not need to synchronously replicate
any transactions before committing them. The overhead
of Helios-0 over the optimal commit latency is within 7 to
54ms. This overhead is caused by different factors such as
execution time, I/O access, network variability, and the net-
work latency between the client and server. Some of these
factors are analyzed in Section A.

Increasing the level of fault-tolerance results in an increase
in commit latency (see Section A.2 for more details). This
increase is caused by the difference between the commit la-
tency needed to commit consistently and the required time
to get the acknowledgment of the transaction’s reception by
the number of tolerated datacenter failures. This difference
can vary, which explains why the overhead of tolerating one
datacenter failure by using Helios-1 to Helios-0 ranges from
0-1ms for Virginia and Oregon while the overhead is 9-10ms
for the remaining datacenters. Virginia and Oregon do not
experience a significant overhead because their commit la-
tencies are equal to or greater than the RTT to the closest

datacenter, thus receiving the acknowledgment of the repli-
cation happens while waiting for transaction commitment.
Similar behavior is observed when increasing the number of
tolerated datacenter failures from 1 to 2, which results in an
increase of commit latency ranging from no observed over-
head for Virginia, Ireland, and Singapore to 27ms and 40ms
overhead for Oregon and California. The average commit
latency for Helios-2 at Virginia is actually 4ms lower than
the latency of Helios-1. This does not mean that less time
is required to commit for Helios-2, rather it is due to the
variability of the compute and network conditions.

Replicated Commit commits transactions with a latency
equal to the closest RTT majority. The achieved average la-
tency is 20ms lower than the one achieved by Helios-2. This
is because Helios experiences more compute overhead to pro-
cess and send the log, while Replicated Commit’s communi-
cation process is lightweight. The average commit latency
of Replicated Commit is also close to Helios-0. The evalua-
tion topology and RTT values for this set of experiments
make the overhead for tolerating two datacenter outages
not so large. Coupled with the higher compute overhead
of Helios, this results in observing similar commit latency
for Helios-0 and Replicated Commit. However, in topolo-
gies where the overhead to tolerate two datacenter outages
is higher, Helios-0 should show a more significant advantage
over Replicated Commit.

Message Futures requires roughly a RTT to all other
datacenters to commit transactions. This causes an
overhead compared to Helios-0 that ranges from 17ms for
Ireland to 181ms for Singapore. The average overhead
is 99ms. 2PC/Paxos requires more time to commit
when compared to Helios-2, which has the same degree
of fault tolerance. The difference in commit latency
between 2PC/Paxos and Helios-2 ranges from 15-17ms
for Virginia, Ireland, and Singapore to 146-159ms for
Oregon and California. In 2PC/Paxos, a transaction
experiences a latency equal to the time required to send the
transaction to Virginia in addition to a RTT to a majority
from Virginia. This gives an advantage to Virginia and
datacenters close to it. Helios-B, which is Helios-0 but
without assigning optimal commit latencies, has an average
overhead of 12.2ms compared to Helios-0.

Helios and Message Futures are stable with standard de-
viation values that are less than 10. Replicated Commit and
2PC/Paxos on the other hand show unstable performance
with standard deviation values of up to 35 for Replicated
Commit and values ranging from 154 to 278 for 2PC/Paxos.
The stability observed for Helios and Message Futures is
due to the use of a log to exchange transactions between
datacenters. If a transmission i was affected by the vari-
ability of the communication network, the next transmis-
sion, i + 1, will include i because it is part of the log that
was not acknowledged [53].

Throughput. The throughput results are presented in
Figure 3(b). Helios-2 achieves a throughput 37% lower than
what is achieved by Helios-0. The throughput achieved by
Replicated Commit, Message Futures, and 2PC/Paxos is
lower than what is achieved by Helios. The commit latency
causes this lower throughput for Message Futures. Repli-
cated Commit and 2PC/Paxos have a larger overhead due
to their read strategy. Replicated Commit reads from a
majority and 2PC/Paxos directs reads to Virginia which in-
creases the amount of time spent by a client prior to request-



ing to commit. Remember that the commit latency is the
time from the client’s commit request till a decision is re-
ceived and does not include the read latency incurred prior
to the commit request. Replicated Commit and 2PC/Paxos
achieve an average throughput that is 56-57% lower than
Helios-2. Note that Virginia in 2PC/Paxos achieves the clos-
est throughput to Helios-2 although it was not the closest
to Helios in terms of commit latency. This illustrates the
advantage of 2PC/Paxos clients at the master datacenter
ridding them from the overhead of wide-area reads. Mes-
sage Futures’s throughput is 52% lower than the throughput
of Helios-0. For Message Futures, the achieved throughput
by each datacenter compared to Helios is directly correlated
to the overhead in commit latency. This is because Mes-
sage Futures, like Helios, reads from the closest datacen-
ter. Helios-B achieves a throughput that is 24% lower than
Helios-0. Like Message Futures, the throughput overhead
correlates directly with the latency overhead.

Contention. The abort rates are shown in Figure 3(c).
The abort rate is a product of many factors, such as the
amount of contention, the number of concurrent transac-
tions, the lifetime of the transaction, among others. How-
ever, we can observe a pattern in the average abort rates
of different systems. Increasing the liveness level of He-
lios causes the abort rate to decrease, which is a sign of
less contention that results from the decrease in through-
put. Message Futures has the lowest abort rate although
it has a higher commit latency compared to Helios. Repli-
cated commit and 2PC/Paxos on the other hand achieve
worse abort rates. 2PC/Paxos has the highest commit la-
tency and additionally holds locks for an extended period of
time, beginning from the read operations prior to the com-
mit request until releasing locks after the commit phase.
This increases contention and is a factor causing this high
abort rate. Replicated Commit locks data object in lock ta-
bles scattered across datacenters which increases the chance
of experiencing deadlocks. Abort rates of individual data-
centers illuminate how having a larger commit latency is
a disadvantage causing more transactions to be aborted;
Singapore experiences larger abort rates when compared
to other datacenters.

Peak throughput. Now, we measure the peak achiev-
able throughput and the number of clients required to con-
verge to that throughput for Helios. We increase the load
on the system by gradually increasing the number of clients
issuing transactions. In Figure 4(a), the cumulative achiev-
able throughput is plotted with the number of clients in the
system increasing from 15 clients to up to 285 clients in
30-clients increments. Note how the Helios protocols con-
verge to a throughput between 6000 and 7000 operations
per second. Helios-0 and Helios-1 are the fastest to con-
verge as soon as the number of clients is 195. Helios-2 and
Helios-B converge with 255 clients. Message Futures takes
a slower pace than Helios. This is mainly due to its higher
commit latency values. 2PC/Paxos is not able to achieve a
throughput that is larger than 1700 operations per second.
The demand placed on the coordinator causes thrashing as
soon as the number of clients reaches 195 clients. Replicated
Commit experiences a similar throughput to 2PC/Paxos but
does not thrash.

Converging to the peak throughput signals an I/O bottle-
neck. Increasing the demand (number of clients) past the
convergence point stresses the bottleneck, causing a grad-
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Figure 4: The throughput, average latency, and abort rate
as the number of clients is increased.

ual degradation of the performance of individual transac-
tions. Figure 4(b) shows the effect of increasing the number
of clients on the commit latency. Helios variants maintain
their commit latency up to the convergence point between
195 and 255 clients. Message Futures and Replicated Com-
mit maintain their commit latency because they need more
clients than what is shown for them to converge. 2PC/Paxos
starts a gradual increase in commit latency from the be-
ginning signaling a stress on the system even with a small
number of clients. Placing a large demand on a single co-
ordinator causes resources to be exhausted rapidly, leading
to this observation on 2PC/Paxos.

Increasing the number of clients increases the contention
and leads to more aborts. Figure 4(c) shows this effect. All
protocols except Replicated Commit and 2PC/Paxos have
similar abort rates that are increasing around 0.7% for ev-
ery 30 clients added. 2PC/Paxos abort rate increases signifi-
cantly for 258 clients to have 15.8% aborts, while Replicated
Commit experiences close to 20% aborts for 258 clients.

5.4 Synchronization and estimation errors
Synchronization. The performance of the Helios pro-

tocols relies heavily on the level of synchronization. Using
the readily available NTP clients provided by Ubuntu for
the previous experiments shows that the available synchro-
nization tools enable Helios to achieve good performance.
However, we would like to get an insight on Helios perfor-
mance with more hostile environments with clocks that are
not synchronized. Now we will show results from a set of
experiments while changing the clock readings of machines
to emulate a lack of synchronization. In these experiments
Helios-0 is used. The results are shown in the leftmost four
groups of results in Figure 5(a). In the figure we display
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Figure 5: The effect of the lack of synchronization on the
performance of Helios-0 in the leftmost four groups of results
and the effect of erroneous RTT estimation in the rightmost
two groups of results.

three experiments and compare them with the results from
a synchronized run using NTP. The first non-synchronized
scenario is to set the clock at Virginia ahead of the others
by 100ms. Note how this resulted in its commit latency to
increase by 62ms. Other datacenters commit latencies im-
proved except for Singapore. This improvement is caused
by setting Virginia’s clock ahead in time, it puts it in a dis-
advantage compared to other datacenters which leads to a
better commit latency for others. The second scenario has
Virginia’s clock 100ms behind other clocks. This change
puts Virginia in an advantage that is shown by a decrease
in commit latency of 37ms. However, other datacenters con-
sequently achieve a higher commit latency and cause an in-
crease in the average commit latency by 64ms compared to
the synchronized case. In the final scenario we introduce
random errors to all datacenters. The errors are presented
by a sequence of numbers denoting the shift in time for the
ordered set of datacenters in milliseconds: V , O, C, I, and
S. Consider the case {+24,-60,+120,-10,+55}. We find that
for this case the average commit latency is 60ms higher than
the synchronized case. However, for some individual data-
centers, this caused a significant improvement of the commit
latency; California, for example, achieves a commit latency
23ms lower than California in the synchronized case.

The results demonstrate that small to medium clock skews
introduce tolerable increases in the average commit latency
of up to 64ms for the scenarios we considered. These in-
creases are correlated with the level of synchronization.

RTT estimation errors. A vital part of Helios is the as-
signment of optimal commit latencies to datacenters. How-
ever, deriving these values requires estimating the RTT be-
tween datacenters. RTTs can be variable and change oc-
casionally. Thus, the calculated assigned commit latencies
suffer from the potential of being inaccurate. Here we per-

form tests to quantify the effect of non-accurate estimations
of the RTT on the commit latency of Helios. Helios-0 will
also be used for these experiments. We will experiment with
two cases where high margins of error are introduced to our
RTT estimations. The results are shown in Figure 5(a) la-
beled RTT estimation 1 and 2. The first RTT estimation is
calculated by introducing an error to the correct estimates
by increasing one fifth of the RTTs by 25ms, another fifth
by 75ms, decrease a fifth of RTTs by 25ms, and decrease
yet another fifth by 75ms, and the remaining RTTs are not
changed. This scenario leads to the average latency being
4.5% higher that the one achieved by the original estimate.
The second RTT estimate is of an erroneous estimation of
no latency between datacenters. This will lead to assign-
ing all datacenters a commit latency of 0. With this input,
Helios-0 observes the following commit latencies for V , O,
C, I, and S: 182ms, 145ms, 138ms, 143ms, 110ms, averag-
ing to 144ms. This average is 9% higher than the average
commit latency achieved by the original estimate.

These results illustrate that even with highly erroneous
RTT estimations, Helios-0 observes a slight increase in the
achieved commit latencies by 4.5% and 9% for the intro-
duced errors. Helios shows the same stability observed in
previous experiments where standard deviation values are
less than 10.

Throughput. When errors are introduced to clock syn-
chronization and RTT estimation, the commit latency is
affected for different datacenters. Some datacenters have
their commit latency increase while for others their commit
latency decrease. The commit latency of a datacenter is a
major factor of the observed throughput. Thus, we expect
different datacenter throughputs to be affected in correlation
with the commit latency. We present the achieved through-
put results in Figure 5(b). For the scenario when Virginia’s
clock is 100ms ahead of others, notice how the throughput of
Oregon and California increase as a result of the decrease in
their commit latency. Likewise, the throughput of Virginia
decreases in correlation to the commit latency’s increase.
This effect is observed throughout the set of experiments.
However, an interesting observation is that for some scenar-
ios, this leads to the average throughput to become larger
than the synchronized case. For the +24,-60,+120,-10,+55
case, for example, throughput is 31% higher than the syn-
chronized case. This is even though the average commit
latency of +24,-60,+120,-10,+55 is higher than the original
case. The increase in throughput is due to the extremely low
resulting latency of Oregon allowing it to achieve a through-
put of 2764 operations/s that caused the average throughput
to exceed that of the synchronized case. We provide more
discussion on this trade-off in Section A.2.

6. CONCLUSION
In this paper we have formulated a lower-bound on com-

mit latency of transactions running on replicated data stores.
We also designed an optimistic commit protocol, called He-
lios, using insights from the lower-bound. Helios allows tun-
able performance for individual datacenters. In the paper we
demonstrate tuning Helios to minimize the average commit
latency. Helios separates consistency from liveness guaran-
tees. This allows the flexibility of setting the number of
tolerated datacenter outages. Helios is compared experi-
mentally to three systems: Replicated Commit, Message
Futures, and 2PC/Paxos.
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APPENDIX
A. ANALYSIS AND TRADE-OFFS

In this section, we provide an analysis of the factors af-
fecting the commit latency and the trade-off between com-
mit latency on one hand and liveness or throughput on
the other hand.

A.1 Commit latency analysis
This analysis shows how loose synchronization, commu-

nication links and compute variability affect the observable
commit latency of Helios. We assume that Helios is assigned
the correct commit offsets, which would lead to the exact
lower-bound commit latency in perfect conditions.

Synchronization. Helios does not require clock synchro-
nization for its correctness. However, the degree of synchro-
nization affects the achieved commit latency. In particu-
lar, a low level of synchronization or the lack of synchro-
nization will lead to degraded performance. Better clock
synchronization will lead to commit latency values that are
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Figure 6: A transaction t executing at A demonstrating
the trade-off between liveness and commit latency

closer to the optimal. Recall that the commit condition in
Rule 2 states that a transaction must wait for every data-
center to send a message with a timestamp calculated by
using the commit offsets. Using this protocol will result in
the transaction committing with the commit latency esti-
mated in Equation 4. However, with a clock skew between
datacenters, the observed commit latency will be affected.
Clock skew between two datacenters, A and B, will cause
one of them to receive the expected message later than in-
tended and the other will receive it earlier than intended.
Thus, the actual time that a datacenter A waits until it re-
ceives the expected message from B for a transaction t is
LA + θ(A,B), where θ(A,B) is the time difference between
A and B. θ(A,B) has a positive value if A’s clock is ahead
of B’s clock. It is possible that A receives the message prior
to requesting the commit; this is the case when θ < −LA.
With the presence of clock skew the actual observed com-
mit latency at A, L̄A, is given by

L̄A = LA +MaxB∈R{θ(A,B)} (6)

RTT estimate accuracy. RTT estimation also plays a
role in determining the achieved commit latency. To ana-
lyze the effect of RTT estimation errors, assume that the
difference between the real RTT and the estimated RTT for
A and B is given by ρA,B , a positive value if the real RTT
is larger than the estimate. For a transaction waiting for
a log of events (history) from other datacenters with a cer-
tain time, the one way latency is affected by a magnitude
equal to half the error in the estimation. Thus, the average
achieved latency when the effect of the propagation rate and
RTT estimation error are factored becomes

L̄A = LA +MaxB∈R{θ(A,B) +
ρA,B

2
} (7)

Communication link variability. The observable com-
mit latency of individual transactions differ due to the vari-
ability of the communication latency. Thus, the RTT be-
tween two datacenters is best represented as a statistical
random variable. In this case, Equation 7 will observe ρA,B ,
the error in RTT estimation, as a random variable, %A,B ,
rather than a fixed value, which means that L̄A is also itself
best represented as a random variable.

Compute overhead. The overhead of processing the log
and requests in addition to various I/O and interface over-
heads increase the observed latency. For brevity we call the
cumulative effect of all of these overheads, compute overhead.
Measuring the compute overhead is intractable. However, it
effects the observable commit latency in two ways: First, it
is the overhead factors of the host of the transaction that we
are observing. This can be accounted for in our expression
by a random variable, call it Clocal, that affects the ob-
servable commit latency directly. Second, it determines the

overhead factors that are taking place at other datacenters.
These are observed in the commit latency of a transaction
as a delay in receiving the needed information. This delay is
represented with CB

remote, where B is the remote datacenter
experiencing the overhead. This will make the observable
commit latency be

L̄A = LA + CA
local +MaxB∈R{θ(A,B) +

ρA,B
2

+ CB
remote}

(8)
Bounding observable commit latency. The observ-

able commit latency depends on random variables that are
unbounded. This results in the possibility of observing com-
mit latencies that ranges from 0 to an infinitely large num-
ber, regardless of the assigned commit latency. Although
Equation 8 can help us learn the distribution of observable
commit latency values, it does not enable us to place an
upper-bound or a lower-bound greater than zero on an in-
dividual transaction’s commit latency. However, since it is
a random variable, it will allow us to calculate a probabil-
ity that a transaction’s latency is greater than or equal to a
certain value. This, indeed, remains an arduous task, since
estimating the compute overhead and link variability ran-
dom variables is still an area of research.

A.2 Trade-off with liveness and throughput
Liveness trade-off. There is a trade-off between the

observable commit latency and liveness. As the number of
tolerated datacenter failures increases, the commit latency is
likely to increase as well. To illustrate this consider the sce-
nario in Figure 6. A transaction t at A is trying to commit
in a scenario with three datacenters. It requests to commit
at time q(t). Assume that there are no conflicts and that
the knowledge required to commit t is accumulated by time
c(t). This means that if we did not want to tolerate failures,
and thus use Helios-0, t is able to commit at time c(t). How-
ever, if we want to tolerate a single datacenter failure and
use Helios-1, t would need to wait until the record of the
transaction is acknowledged by another datacenter, which
happens to be at time c1(t). This means that the cost of
increasing the level of liveness on t was increasing its com-
mit latency by (c1(t) − c(t)). Likewise, if two datacenter
outages are to be tolerated, transaction t commits at time
c2(t) causing an additional penalty on commit latency.

It is not always the case that increasing the number of tol-
erated datacenter failures will lead to an increase in commit
latency. It is possible that the commit latency will remain
the same. In Figure 6 assume that transaction t receives the
sufficient information necessary to commit it at time c′(t).
Thus, Helios-0, without tolerating any failures, will commit
t at time c′(t). Now, Helios-1, tolerating a single datacenter
failure will still commit t at time c′(t). This is because t is
already acknowledged by B at time c′(t).

Throughput trade-off. In the paper we have focused
on minimizing the average commit latency. However, there
is an interesting trade-off between average commit latency
and throughput. Assigning the optimal commit latency val-
ues to Helios will not necessarily result in the best overall
throughput. Consider the topology and latency assignment
in Table 1 of three datacenters with the following RTTs:
RTT (A,B) = 30, RTT (A,C) = 20, and RTT (B,C) = 40.
The optimal commit latency assignment to minimize the
average commit latency is 5 for A, 25 for B, and 15 for C.



Assume that there are no aborts and that transactions com-
plete in exactly the duration of the commit latency. Also, as-
sume that the commit latency values are in ms. ForN clients
per datacenter, the cumulative throughput when the opti-
mal commit latencies are assigned is: 1000∗N ∗( 1

5
+ 1

25
+ 1

15
),

which is (N ∗ 306.66) transactions per second. However, an-
other correct assignment which is 1 for A, 29 for B, and 19
for C results in a cumulative throughput of (N ∗ 1087.11)
transactions per second, which is larger than the throughput
achieved by the optimal commit latency assignment.

Optimizing for higher throughput can be performed by
utilizing the linear programming method in Section 3.3. The
minimization condition can be changed to be a maximiza-
tion condition to optimize for the sum of the rate of execu-
tion (inverse of commit latency) to be:

∑
A∈R

1
LA+c

, where

c is a constant value estimating the execution overhead of
a transaction. Introducing c is necessary because otherwise
the linear program would assign one of the datacenters a
commit latency of 0, which erroneously yields an infinite
throughput in the optimization problem. However, in a re-
alistic environment execution takes time and therefore must
be accounted for in this case.

More details can be introduced for this optimization
to make it more accurate, hence higher throughput.

One important factor is contention and the possibility
of aborts. The maximization above assumes that all
running transactions will commit successfully. However, it
is likely that some transactions can abort, and a commit
latency assignment that maximizes the expression above
for throughput might lead to more contention than other
assignments, one of which might have a higher throughput
of committed transactions.

B. READ-ONLY TRANSACTIONS
Read-only transactions in Helios do not contend with

other read-write transactions and are performed at the local
datacenter. When a Helios instance receives a read-only
transaction it chooses a log position to serve as the snapshot
point. Thus, the read-only transaction will read the state of
the data store as of the snapshot point. Every read request,
r, will read the data object version that is written by a
transaction t, where t is the most recent transaction that
writes the data object, r, prior to the snapshot point. This
approach is proposed by various log-structured systems
such as Hyder [12] and LogBase [51] and is similar to
read-only transactions in multi-version databases.


